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A. SEKI1, D. N. SEIDMAN1, Y. OH1 and S. M. FOILES2

1Northwestern University, Department of Materials Science and Engineering and the Materials Research Center, Robert R. McCormick School of Engineering and Applied Science, Evanston, IL 60208–3108 and
2Sandia National Laboratories, Theoretical Division, Livermore, CA 94551, U.S.A.

(Received 4 March 1991)

Abstract—A three dimensional plot of the density of Au atoms versus the position coordinates for the (002) planes, immediately adjacent to the interface, for a $\theta = 5^\circ$ [001] twist boundary, suggests the presence of a hill-and-valley structure in the Au segregation behavior at 850 K. The valleys correspond to the regions of good atomic fit between the regions of misfit; the hills correspond to the cores of the pairs of orthogonal primary grain boundary dislocations. A model for the Monte Carlo simulations is developed that leads to a linear expression for $S_{\text{core}}$ containing a core segregation factor ($S_{\text{core}}$). For this model $S_{\text{core}}$ has a single value for all twist boundaries at a given $T$. All the Monte Carlo results can be plotted on a single Arrhenius plot and the Gibbs free binding energy of an Au atom to the cores of the primary grain boundary dislocations extracted; the binding enthalpy and entropy of segregation are $0.095 \pm 0.01$ eV and $k_B (0.49 \pm 0.10)$ respectively.

1. INTRODUCTION

In Part I we presented detailed results of Monte Carlo (MC) simulations of Au segregation, utilizing embedded atom method (EAM) potentials, to [001] twist boundaries in a Pt–1 at.% Au alloy in the temperature range 850–1900 K. The approach we have taken utilizes the physical picture that there are state variables that define the thermodynamic state of a planar grain boundary (GB) in a bicrystal [1, 2]. A total of $6 + C$ macroscopic state variables is required to specify the thermodynamic state of a bicrystal——C is the number of chemical components in the alloy; this number of state variables is for a locally relaxed GB [2]. For a single-phase binary alloy bicrystal an eight-dimensional hyperspace is required. Each point in this hyperspace represents a thermodynamic state of a GB. The eight state variables involved are the five macroscopic degrees of freedom of a GB [3, 4] temperature, pressure and bulk composition. In our study we fixed four of the five macroscopic degrees of freedom——as well as the temperature, pressure, and bulk composition——and then systematically varied the twist angle ($\theta$) between 0 and 45°; because the point group symmetry is 4 mm this covers all possible
In addition, we examined the effects of temperature at a number of different values of fixed $\theta$ between 0 and 45°, while holding pressure, bulk composition and the other four macroscopic degrees of freedom constant. In this manner we explored the chemical composition of each GB, as a function of $\theta$ and temperature; the chemical composition is directly proportional to the interfacial excess concentration of solute and therefore to the Gibbs adsorption isotherm. The MC simulations then give us a detailed atomistic picture of segregation within the context of this thermodynamic framework. In this paper we present a model for the MC simulation results which explains the observed dependencies of $S_{erv}$ on $T$ and $\theta$—$S_{erv} = S_{erv}(T, \theta)$—in terms of Au segregation to the cores of the orthogonal pairs of primary grain boundary dislocations (PGBDs) that comprise the [001] twist boundaries.

2. ATOMIC MODELS FOR SEGREGATION

2.1. A core segregation model

In Section 5 of Part I we demonstrated that $S_{erv}$ increases linearly as $\theta$ is increased and it saturates at $\approx 35^\circ$, and $S_{erv}$ also decreases exponentially, as $T$ increases at each value of $\theta$. $S_{erv}$ is a ratio of the Au concentration in the two (002) planes which adjoin the geometric interface over the bulk value. There is no clear cut dependence of $S_{erv}$ on the value of $\Sigma$. This result does not agree with the conventional wisdom concerning solute-atom segregation to GBs, which is based on the intuitive idea that solute-atom segregation to GBs with a better “fit” of the atomic structure is lower than to general boundaries [5]. MC simulations of segregation to [001] twist boundaries in single phase Cu–Ni alloys also demonstrate that this intuitive idea is untenable [6]. In this subsection we present a model which explains the observed dependencies of $S_{erv}$ on $T$ and $\theta$—$S_{erv} = S_{erv}(T, \theta)$; it is emphasized that the effects of $T$ and $\theta$ are investigated one at a time, therefore the chemical composition of the GB was investigated by varying one state variable while the remaining seven state variables were held constant.

Figure 1 is a three-dimensional display of the distribution of Au atoms at a twist boundary with $\theta = 5.0^\circ$. The height of each peak is equal to the density of Au atoms; the units are Au atoms $\AA^{-2}$ at a particular point in the two (002) planes immediately adjacent to the interface, as the results (Fig. 5 of Part I) indicate that Au segregation occurs predominantly at these two planes. The presence of a hill-and-valley type distribution is evident. The valleys correspond to the regions of good atomic fit between the regions of misfit; the hills correspond to the cores of the PGBDs. A qualitatively similar result was found for a $\theta = 10.4^\circ$ boundary. The region of good atomic fit between the cores of the PGBDs is at a somewhat higher Au concentration than the bulk of the bicrystal—see below. (For $\theta > 10.4^\circ$ the $d$ values between the PGBDs become rather small—see Table 1 in Part I—and it is difficult to distinguish the hills from the valleys in a three-dimensional plot.) We have found for [001] twist boundaries in a Pt–3 at.% Ni alloy an extremely strong core segregation effect where the hill and valley structure is significantly more pronounced than in this Pt–1 at. Au alloy.
(Udler and Seidman, unpublished research). Also the above result for this Pt(Au) system is qualitatively similar to a result for an isolated edge dislocation—that is dissociated in a Ni-10 at. % Cu alloy—where the Cu atoms segregate predominantly to the cores of the partial dislocations, that bound the stacking-fault ribbon, on the expansive side of the slip plane [8]. Also in a study of segregation to \( \theta = 10.4^\circ, 22.6^\circ \) and \( 36.9^\circ (\Sigma = 61, 13 \text{ or } 5) \) [001] twist boundaries in three Ni-Cu (10, 50 or 90 at.%), alloys, the Cu segregation is mainly to a few planes that are adjacent to the interface [6]. The degree of segregation is greatest for the Ni rich alloys and for the larger twist angles. For the \( 10.4^\circ [001] \) twist boundary, the Cu concentration has a spatial variation within the boundary plane, though the nature of that variation is different than that found here.

The preceding observations lead us to a model for the results of the MC simulations. We commence by dividing the GB interface into two regions. The first region contains the cores of the PGBDs and the second one is the region of good atomic fit. The structure of the core region is assumed, to first order, to be the same for all \( \theta \)'s studied, as the Burgers vector of the PGBDs is identical for all values of \( \theta \). Thus, it is logical to assume that the Au concentration at the cores is independent of \( \theta \). The average solute-atom concentration at an interface \( \left( C_g \right) \) can therefore be expressed as the sum of the solute-atom concentrations—i.e. a linear model—in the region of good atomic fit \( \left( C_b \right) \) and in the dislocation cores \( \left( C_{core} \right) \)

\[
C_g = (1-\gamma)C_b + \gamma C_{core}, \quad 0 < \gamma < 1 \quad (1)
\]

or

\[
C_g = C_{core}, \quad \gamma = 1 \quad (2)
\]

where \( \gamma \) is the fraction of atoms at the cores of the PGBDs. The relation between \( \gamma \) and \( \theta \) in the [001] twist GBs is derived in terms of the dislocation core radius \( \eta \) and \( d \)—equation (2) of Part I—of the PGBDs. Physically \( \gamma \) is the ratio of the area—for the area enclosed by one unit \( (d^2) \) of the orthogonal PGBD network—covered by the cores of the PGBDs \( (4\eta d - 4\eta^2) \) divided by \( d^2 \) (Fig. 2). The quantity \( \gamma \) is therefore given by

\[
\gamma = \frac{4\eta d}{d^2} = \frac{8\eta}{|b|} \sin \left( \frac{\theta}{2} \right) \left( 1 - 2\eta / |b| \sin (\theta/2) \right). \quad (3)
\]

From the definition of \( S_{\text{core}} \) (Section 5.2 of Part I) we obtain

\[
S_{\text{core}}(T, \theta) = 1 + \frac{8\eta}{|b|} \sin \left( \frac{\theta}{2} \right) \left( 1 - 2\eta / |b| \sin (\theta/2) \right)(S_{\text{core}} - 1) \quad (4)
\]

where \( S_{\text{core}} \) is given by \( C_{\text{core}} / C_b \)—physically this ratio is the segregation enhancement factor for the core region; N.B. that \( S_{\text{core}} \) is independent of \( \theta \) in this model. \( S_{\text{core}} \) has a more direct physical meaning than does \( S_{\text{aver}} \), as it takes into account the lateral distribution of solute atoms at the interface. If we can approximately neglect \( (2\eta / |b| \sin (\theta/2)) \) with respect to unity then equation (4) has the same linear form as equation (3) of Part I, that was derived directly from the MC simulations results exhibited in Fig. 6 of Part I; i.e.

\[
S_{\text{aver}}(T, \theta) \approx 1 + (8\eta / |b|) \sin \left( \frac{\theta}{2} \right) (S_{\text{core}} - 1). \quad (5)
\]

The slope \( m(T) \) of equation (3) of Part I is now given by

\[
m(T) = \frac{8\eta}{|b|} (S_{\text{core}} - 1).
\]

In order, however, to calculate values of \( S_{\text{core}} \) from the temperature dependence of \( S_{\text{aver}} \), we need to specify a value of \( \eta \). The MC simulations show that the value of \( S_{\text{aver}} \) saturates when \( \sin (\theta/2) \) is \( \approx 0.3 \)—this implies \( \theta \approx 35^\circ \) when the cores overlap; the saturation effect is particularly clear at low temperatures (850, 900 and 1000 K)—see Fig. 5 of Part I. Within the context of the PGBD model the cores overlap when the value of \( \theta \) increases beyond a certain geometric value. For the purpose of evaluating \( \eta \) we use the MC value rather than this geometric result, as the latter does not include the atomic relaxations that
occur at the core; atomic relaxations are a part of this MC simulation (see Section 2 of Part I). Therefore, using the condition $\gamma = 1$ at $\sin(\theta/2) \approx 0.3$ and equation (3) yields

$$\eta = \frac{|b|}{4 \sin(\theta/2)} = 0.8|b|. \quad (6)$$

The value $\eta \approx 0.8|b|$ is less than the number $\eta = |b|$ frequently used for the core radius but it is nevertheless a physically reasonable value.

In this model $S_{\text{core}}$ has a single value for all the [001] twist boundaries at a given $T$—i.e. $S_{\text{core}}$ is independent of $\theta$ at each $T$. Figure 3 is an Arrhenius plot of $S_{\text{core}}$; the uncertainties are equal to $\pm 1$SD and were obtained from a least squares fit of the calculated values of $S_{\text{core}}$ to a straight line. This plot yields the binding free enthalpy ($\Delta h_{\text{core}}^b$) and binding entropy ($\Delta s_{\text{core}}^b$) of a Au atom to the cores of the PGBDs. The values are $\Delta h_{\text{core}}^b = 0.095 \pm 0.01$ eV ($9.17 \pm 0.96 \text{kJ mol}^{-1}$) and $\Delta s_{\text{core}}^b = 0.49 \pm 0.10 \text{kJ} \cdot \text{mol}^{-1}$. The fact that the results fit the classical Langmuir–McLean equation is consistent with the values of $C_a$ calculated—1.2–3.5 at.% Au. At this level of Au segregation the two basic assumptions of the simple Langmuir–McLean model, the absence of solute-atom interactions at the interface and a single value of $\Delta h_{\text{core}}^b$, are approximately satisfied. Thus for the case of [001] twist boundaries the slightly oversized Au atoms sit at substitutional sites in the cores of the dislocations (this is observed directly via the MC simulations) and equation (6) of Part I defines the $T$ dependence of the Gibbs binding free energy. Using the latter definition the expression for $\Delta g_{\text{core}}^b$ for Au atom segregation to [001] twist boundaries is given by

$$\Delta g_{\text{core}}^b (T) = ([0.095 \pm 0.01] \text{eV} \cdot \text{atom}^{-1}) - k_b T (0.49 \pm 0.10). \quad (7)$$

It is emphasized that equation (7) is for $\eta \approx 0.8|b|$, and if $\eta$ is less than this value then this $\Delta g_{\text{core}}^b (T)$ represents a lower bound to $\Delta h_{\text{gb}}^b$. A small decrease in $\eta$ results in a small increase in $\Delta g_{\text{core}}^b$, and a concomitant increase in $S_{\text{core}}$, such that it approaches a saturation value at each $T$. If the latter obtains the region of good atomic fit at the interface has approximately the same Au concentration as the bulk value.

2.2. The question of other possible core segregation models

In the previous subsection we considered a specific model for Au segregation to the cores of the PGBDs. And therefore the question arises—is there another model which also explains the data? A second possible model is that the Au atoms segregate mainly to the regions of intersection of the cores of the PGBDs; the intersections of the PGBDs have the structure of a $\Sigma = 5$ [001] twist boundary (Fig. 2) [9]. Thus as $\theta$ increases the fractional area of the interface covered by square patches of the $\Sigma = 5$ structure increases. In this case $\gamma$ in equation (3) is given by

$$\gamma = \frac{\eta^2}{d^2} = \frac{4\eta^2}{b^2} \sin^2(\frac{\theta}{2}) \quad (8)$$

thus

$$C_g = (1 - \gamma) C_b + \gamma C_{\text{core}}$$

$$= C_b + (C_{\text{core}} - C_b) (4\eta^2/b^2) \sin^2(\frac{\theta}{2}) \quad (9)$$

and

$$S_{\text{ave}} = 1 + (S_{\text{core}} - 1) (4\eta^2/b^2) \sin^2(\frac{\theta}{2}). \quad (10)$$

This second model predicts that $S_{\text{ave}}$ should be a function of $\sin^2(\theta/2)$ and not $\sin(\theta/2)$, as the linearized form of equation (4) of subsection 2.1 predicts; N.B. the MC simulation data is linear up to $\sin(\theta/2) \approx 0.3$. A generalization of these two extreme models yields an equation of the form

$$S_{\text{ave}} = 1 + \lambda \sin^\zeta(\frac{\theta}{2}) \quad (11)$$

where $\zeta$ is an exponent in the range $1 \leq \zeta \leq 2$, and $\lambda$ is a constant containing $S_{\text{core}}$. Our MC simulations are well approximated by $\zeta = 1$ up to $\sin(\theta/2) \approx 0.3$; after this value $C_g$ is approximately a constant—see Part I. Thus the model of subsection 2.1 is a reasonable explanation of the results obtained, and there is no need to use this second model.

2.3. The role played by elastic interactions in grain boundary segregation

The classical picture of solute-atom segregation to individual dislocations or to grain boundaries...
comprised of arrays of dislocations has relied heavily on the use of the linear theory of elasticity \[10-12\]. Although it has been pointed out that the core term could certainly be the dominant one for solute atom-dislocation interactions \[13\]. We have considered the linear elastic interactions between a solute atom and a twist boundary using isotropic elasticity theory in some detail in order to assess their physical significance \[14\]; the equations are quite general and cover all possible solute and solvent atoms in the periodic table within the context of a linear elastic model. The first interaction arises from a size misfit effect between the solute and solvent atoms; the misfit energy is given by \[E_{\text{misf}} = \rho \Delta V \] \[10-12, 15-20\]. The second elastic interaction is due to the volume expansion around a screw dislocation and the resulting hydrostatic stress \[17, 18, 21\]. The third elastic interaction is due to the differences between the shear and bulk moduli of the solute and solvent atoms respectively—this is commonly called the inhomogeneity effect \[10-12, 15-17, 19, 20\]. The misfit factor is given by:

\[
\epsilon_k = \frac{R_{\text{imp}} - R}{R}
\]

where \(R_{\text{imp}}\) and \(R\) are the atomic radii of the solute and solvent atoms. While the inhomogeneity effect is characterized by

\[
\epsilon_k = \frac{K_{\text{imp}} - K}{K} \quad \text{and} \quad \epsilon_\mu = \frac{\mu_{\text{imp}} - \mu}{\mu}
\]

where \(\mu_{\text{imp}}, K_{\text{imp}}, \mu, K\) are the shear and bulk moduli of the solute and solvent atom respectively.

In the case of a pure twist boundary the interaction energy between a solute atom and an array of screw dislocations due to the \(p\Delta V\) effect is zero since the stress field associated with a twist boundary is pure shear—i.e. there is no hydrostatic component \(p\). Second, the interaction energy between a Au solute atom and a twist boundary due to a volume expansion around each screw dislocation and the resulting hydrostatic stress field is a repulsive interaction for the Pt(Au) system since Au has a slightly larger atomic radius than a Pt atom; the ionic radii of Au and Pt are 0.144 and 0.139 nm, respectively. Third, the inhomogeneity interaction is attractive and therefore this effect alone predicts that Au segregation should occur in the Pt(Au) system. However, when both interactions are summed the net effect is a repulsive interaction for this system at high angles. At small twist angles there is a net attractive interaction energy along the dislocation lines, and a repulsive interaction where the dislocations cross. This result is in contrast to the Monte Carlo results which exhibit increasing solute segregation with increasing twist angle. Further considerations concerning the interactions between solute atoms and grain boundaries within the context of isotropic elasticity theory are considered elsewhere in detail \[14\].

### 3. SUMMARY AND CONCLUSIONS

1. A three-dimensional plot (Fig. 1) of the density of Au atoms \(\text{Å}^{-2}\) vs the \(x\) and \(y\) position coordinates for the (002) planes, immediately adjacent to the interface, for a \(\theta = 5^\circ\) [001] twist boundary reveals the presence of a hill-and-valley structure in the Au segregation behavior, the temperature is 850 K. The valleys correspond to the regions of good atomic fit between the regions of misfit; the hills correspond to the cores of the pairs of orthogonal PGBDs with \(b = (a/2)(110)\). This suggests that the lateral Au distribution at the interface is not homogeneous, and the Au segregation occurs mainly substitutionally to the core regions. A qualitatively similar result was found for a \(\theta = 10.4^\circ\) [001] twist boundary. The region of good atomic fit between the core regions is at a somewhat higher Au concentration than the bulk of the bicrystal.

2. The preceding observations are the basis of a model for the MC simulations. In this model we divide the GB interface into two regions. The first region contains the cores of the PGBDs and the second one is the region of good atomic fit—see Fig. 2. The structure of the core region is taken to be the same for all \(\theta\)’s studied, as the Burgers vector of the PGBDs is identical for all values of \(\theta\). The average Au concentration at an interface \(C_{\text{c}}\) is expressed as the sum of the Au concentrations in the region of good atomic fit \(C_{\text{c}}\) and in the cores of the dislocations \(C_{\text{c}}\). This leads to the following linearized expression for \(S_{\text{aver}}\)

\[
S_{\text{aver}}(T, \theta) \approx 1 + (8\pi \eta |b|) \sin\left(\frac{\theta}{2}\right) (S_{\text{core}} - 1).
\]

From this equation \(S_{\text{core}} (S_{\text{core}} = C_{\text{core}}/C_{\text{c}})\) is calculated for a core radius \(\eta\) equal to 0.8|\(b|\); this \(\eta\) corresponds to the value of \(\theta\) at which the cores overlap; this occurs at \(\sin(\theta/2) \approx 0.3\), as observed in the MC simulations.

3. In the context of the above model \(S_{\text{core}}\) has a single value for all twist boundaries at a given \(T\). Figure 3 is an Arrhenius plot of \(S_{\text{core}}\). From this plot the following explicit expression for the Gibbs binding free energy of an Au atom to the cores \(\Delta g_{\text{c}}\) of PGBDs in [001] twist boundaries is obtained

\[
\Delta g_{\text{c}}(T) = \{-0.095 \pm 0.01\}
\]

This expression is for \(\eta \approx 0.8|b|\); if \(\eta\) is less than this value then this \(\Delta g_{\text{c}}(T)\) represents a lower bound.

4. A summary of the basic physical picture that emerges from these MC simulations is as follows. At a constant temperature the average segregation factor \(S_{\text{aver}}\) increases as the twist angle \(\theta\) increases and it saturates at \(\theta \approx 35^\circ\). The value of \(S_{\text{aver}}\) increases linearly to \(\theta \approx 35^\circ\), and is then approximately independent of \(\theta\). The MC simulations indicate that the Au segregation occurs primarily substitutionally to the cores of the PGBDs, and therefore the
Au concentration at the interface depends on the fraction of atoms in the bicrystal that are located in the cores. This explains why the value of $S_{\text{NC}}$ is function of $\theta$ and why it saturates when the cores of the PGBDs overlap. When the cores overlap essentially all of the atoms at the interface are in the cores of the PGBDs and increasing $\theta$ does not change significantly the fraction of sites in the bicrystal at the cores of the dislocations. Evidence for very strong Ni atom segregation to the cores of screw dislocations in a [001] twist boundaries has been bound in a Pt-3 at.% Ni alloy via Monte Carlo simulations (Udler and Seidman, unpublished research).

5. The three possible linear elastic interactions between a twist boundary and a gold atom were considered in detail [14]. First, the interaction between a solute atom and a twist boundary is zero since its stress field is pure shear; i.e. there is no hydrostatic component. Second, the interaction energy between a Au atom and a twist boundary is due to a volume expansion around each screw dislocation and the resulting hydrostatic stress was shown to be a repulsive interaction for the Pt(Au) system since Au has a larger atomic radius than a Pt atom. Third, the inhomogeneity interaction is attractive. When, however, both interactions are summed the net effect is a repulsive interaction for this system at high angles. Although the tendency for segregation increases as the interdislocation spacing decreases, this is in contrast to the Monte Carlo results which show increasing segregation with decreasing interdislocation spacing. The isotropic elasticity theory results are discussed elsewhere [14].
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APPENDIX A

Statistical Errors in Monte Carlo Simulations

We review the calculation of the variance in the mean value of a specified property $\langle P \rangle$ and the error in $\langle P \rangle$ for an MC simulation [22]; this assumes Gaussian statistics. Consider an MC simulation run consisting of $t_{\text{MC}}$ micro-MC steps. The $\langle P \rangle$ for a run is

$$\langle P \rangle_{\text{MC}} = \frac{1}{t_{\text{MC}}} \sum_{t=1}^{t_{\text{MC}}} P(t)$$

i.e. the sum is over all the micro-MC steps. If the value of each quantity $P(t)$ is statistically independent of all the other values of this same quantity, then the variance of the mean is given by

$$\sigma^2(\langle P \rangle_{\text{MC}}) = \frac{\sigma^2(P)}{t_{\text{MC}}}$$
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In the presence of correlations we have [23, 24]

$$\sigma^2(\langle P \rangle_{\text{run}}) = s \sigma^2(P) / \tau_{\text{run}}$$  \hspace{1cm} (A4)

where \( s \) is the "statistical inefficiency." The value of \( s \) is unknown before the simulation is made and it must be calculated at the end of each run. The definition [22] used for \( s \) is

$$s = \lim_{n \to \infty} \frac{\tau_b \sigma^2(\langle P \rangle_b)}{\sigma^2(P)}$$  \hspace{1cm} (A5)

where \( \tau_b \) is a block which contains a specified number of micro-MC steps (the size is chosen by the investigator). The total length of a run is divided into \( n_b \) blocks of length \( \tau_b \), such that \( n_b \tau_b = \tau_{\text{run}} \). The mean value of each block is then determined and they are used to calculate the variance of \( \langle P \rangle_b \) from the following equation

$$\sigma^2(\langle P \rangle_b) = \frac{1}{n_b} \sum_{n_b} (\langle P \rangle_b - \langle P \rangle_{\text{run}})^2.$$  \hspace{1cm} (A6)

The value of \( \sigma^2(\langle P \rangle_b) \) is inversely proportional to \( \tau_b \) for large values of \( \tau_b \), as the blocks become large enough to be statistically uncorrelated. The quantity \( s \) is the limiting ratio of the observed variance to the limit expected on the basis of an uncorrelated Gaussian distribution. The value of \( s \) is determined by plotting the value of the right hand side of equation (A5) against \( (\tau_b)^{1/2} \). Figure A1 is an illustrative example of this statistical analysis for the total electronic potential energy: the values of \( s \) and \( \tau_b \) are in macro-MC steps; one macro-MC step equals 400 micro-MC steps atom \(^{-1} \). The data in this figure is for the total electronic potential energy \( (E_{\text{tot}}) \) of a 5.0° [001] twist boundary at 850 K.

Fig. A1. A plot of the statistical inefficiency \( (s) \) vs \( \tau_b^{1/2} \), where \( \tau_b \) is the block size; both \( s \) and \( \tau_b \) are in macro-MC steps; one macro-MC step equals 400 micro-MC steps atom \(^{-1} \). The data in this figure is for the total electronic potential energy \( (E_{\text{tot}}) \) of a 5.0° [001] twist boundary at 850 K.

The value of \( \approx 10 \). The value of \( (E_{\text{tot}}) \) is equal to \(-29,754.2 \text{ eV} \) [equation (A1)], and the value of \( \sigma^2(E_{\text{tot}}) \) is equal to 136 (eV)\(^2 \) [equation (A3)]; therefore

$$\sigma^2(\langle E_{\text{tot}} \rangle_{\text{run}}) = (10/400) \sigma^2(E_{\text{tot}}) = 3.4(\text{eV})^2$$

so \( \sigma(\langle E_{\text{tot}} \rangle_{\text{run}}) = \pm 1.8 \text{ eV} \); thus, the accuracy is

$$\frac{\pm 1.8/29,754 \times 10^5}{6.05 \times 10^{-3} \%} \text{ for } E_{\text{tot}} \text{ for this run}. $$